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Security information and event management (SIEM) systems are increasingly used to cope

with the security challenges involved in critical infrastructure protection. However, these

systems have several limitations. This paper describes an enhanced security information

and event management system that (i) resolves conflicts between security policies; (ii)

discovers unauthorized network data paths and appropriately reconfigures network

devices; and (iii) provides an intrusion- and fault-tolerant storage system that ensures

the integrity and non-forgeability of stored events. The performance of the enhanced

system is demonstrated using a case study involving a hydroelectric dam. The case study

considers an attack model that affects portions of the information technology infrastruc-

ture of the hydroelectric dam and demonstrates that the security information and event

management system is successfully able to detect and respond to attacks.

& 2016 Elsevier B.V. All rights reserved.
1. Introduction

The U.S. Department of Homeland Security [20] defines the

critical infrastructure as “assets, systems and networks,

whether physical or virtual, so vital to the United States that

their incapacitation or destruction would have a debilitating

effect on security, national economic security, national public

health or safety, or any combination thereof.” The protection

of critical infrastructures is a priority to avoid disasters that

could affect government, industry and society. President

Obama's Presidential Policy Directive – Critical Infrastructure
erved.

henope.it (C. Di Sarno).

al., A novel security info
tional Journal of Critica
Security and Resilience (PPD-21) of 2013 [15] identifies 16
critical infrastructures that must be monitored and protected.
The U.S. Industrial Control Systems Cyber Emergency
Response Team (ICS-CERT) has noted that the energy sector,
which includes hydroelectric dams, is one of the most
attractive targets for cyber attacks. In 2013, the media
reported that U.S. intelligence agencies traced a compromise
of the U.S. Army Corps of Engineers National Inventory of
Dams (NID) to Chinese government or military entities [8].
The compromised database stored vulnerabilities of major
dams that could be exploited in future cyber attacks against
the U.S. electric power grid.
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Security information and event management (SIEM) sys-
tems are an emerging technology that can significantly
enhance critical infrastructure protection. These systems
are designed to analyze security information from the mon-
itored infrastructures to discover security breaches. Existing
SIEM systems lack several important features such as the
abilities to detect and resolve conflicts between security
policies, to identify and control network data paths existing
in the monitored infrastructures and to securely store data
while ensuring its integrity and non-forgeability.

This paper describes an enhanced SIEM system that over-
comes these limitations by integrating a decision support
system and a resilient event storage system. The enhanced
system is customized for a specific critical infrastructure,
namely a hydroelectric dam. An attack model that affects
various portions of the information technology infrastructure
of the hydroelectric dam is employed to demonstrate that the
SIEM system can significantly enhance the cyber security of
the monitored dam infrastructure.
2. SIEM systems

SIEM systems are widely used to perform real-time monitor-
ing and control of critical infrastructure assets. A SIEM
system integrates two formerly heterogeneous systems – a
security information management (SIM) system and a secur-
ity event management (SEM) system [3]. A security informa-
tion management system focuses on the analysis of historical
data to improve the long-term effectiveness and efficiency of
cyber security mechanisms [21]. A security event manage-
ment system, on the other hand, aggregates data into a
manageable amount of information to enable the rapid
handling of security incidents [21].

SIEM technology aggregates event data produced by secur-
ity devices, network infrastructures and information technol-
ogy systems and applications. The data fed to a SIEM system
comprise log entries generated by devices and components
installed within the monitored infrastructure (e.g., routers,
servers and applications). Several protocols (e.g., Syslog,
SNMP and OPSEC) are available for transferring log entries
from data sources to a SIEM system. If a device or component
does not support such a protocol, then an “agent” is required
to translate (or normalize) the log data to a format that is
recognized by a SIEM system. Also, an agent may provide
filtering functionality to prevent irrelevant data from being
sent to a SIEM system, helping reduce network bandwidth,
storage space and SIEM processing resources. The task of
distinguishing useful data from irrelevant data in a SIEM
application is an important, albeit challenging, task.

Each agent outputs events that contain relevant data. The
events are sent to a correlator that performs complex security
analysis using attack signatures. If an attack is detected, the
correlator generates an alarm containing information about
the security breach. The events and alarms are saved in a
storage system. A Gartner report [14] provides an overview of
SIEM technologies; two of the most widely used SIEM systems
are OSSIM and Prelude.

SIEM systems have three principal weaknesses when used
in critical infrastructure protection applications:
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� Critical infrastructure protection invariably involves the
implementation of multiple – and conflicting – security
policies. However, while SIEM systems permit the defini-
tion of security policies, they often do not provide mechan-
isms for resolving policy conflicts.
A search of the literature reveals that several researchers
have proposed conflict resolution strategies and mechan-
isms. Matteucci et al. [12] have developed a conflict resolu-
tion strategy based on the prioritization of the most specific
privacy policies customized for the e-health domain. Cup-
pens et al. [5] employ an OrBAC methodology to manage
conflicts involving permissions and prohibitions. Lupu and
Sloman [10] define and review policy conflicts, discuss
precedence relationships that enable inconsistent policies
to coexist and present a conflict analysis tool that is part of a
role-based management framework. Syukur et al. [19] have
investigated policy conflict resolution in pervasive environ-
ments using standard strategies such as role hierarchy
overrides and obligation precedence. Masoumzadeh et al.
[11] consider attributes related to subjects, objects and
environments, grouping them under a unique context; a
conflict resolution strategy is then used to prioritize author-
ization rules according to the specificity of the context as a
whole. Dunlop et al. [7] present four strategies for solving
conflicts based on the evaluation of the role of the requester.
Unfortunately, while all these conflict resolution approaches
show promise, none of them has been integrated in a SIEM
architecture.

� Critical infrastructure monitoring is performed by deploy-
ing communication networks that enable the exchange of
information between the monitored facilities and the
control system. In order to control connections between
external networks and internal networks, security policies
that place strong limitations on data flows are established.
For example, sensor firmware updates can only be per-
formed by specific hosts located in an authorized local-
area network that has privileged accounts and limits
access to trusted employees. Current SIEM systems are
unable to identify and control all possible data paths
existing in a monitored infrastructure. The OSSIM SIEM
system, for example, allows certain actions for controlling
a monitored scenario, such as sending an email containing
an alarm to the system administrator or executing a
specific command.
Network reachability analysis is required to identifying
allowed and disallowed traffic between network entities.
Over the years, several dynamic approaches (e.g., using
network tools such as ping) and static approaches (e.g.,
using router and firewall configurations) have been pro-
posed. Some approaches rely on graph-based representa-
tions to model the routing and filtering features of
computer networks. Xie et al. [22] have proposed a unified
model for analyzing static reachability based on two views:
(i) a graph that describes the physical network topology,
where the nodes are routers and the edges are network
links and (ii) a graph that models the routing process,
where the nodes are routing processes and the edges are
adjacencies that implement a routing policy. The composi-
tion of these views makes it possible to evaluate reach-
ability by combining routing policies that govern the
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distribution of routers with packet filtering policies that
mandate which packets can traverse network links.
Al-Shaer et al. [2] have developed a model that represents a
network using a state machine. A transition between
states depends on the packet header, packet location (i.e.,
device) and policy semantics. The semantics of access
control policies are represented using binary decision
diagrams (BDDs). Computation tree logic (CTL) and sym-
bolic model checking are then adopted to identify the past
and future states of packets. This approach makes it
possible to represent network configurations (based on
access control policies) that help identify security viola-
tions (e.g., backdoors and broken IPsec tunnels). As in the
case of the conflict resolution strategies discussed above,
these approaches show promise, but they have not as yet
been integrated in SIEM systems.

� A SIEM system generates alarms when attack signatures
are detected. Alarms are stored along with related events
in a database. Alarm information can be used for forensic
purposes to obtain details of attack execution and impact
as well as to identify the attackers. Thus, it is vital to
ensure the integrity and non-forgeability of alarms. At this
time, very few commercial SIEM systems ensure these
requirements, typically by incorporating a module that
signs the alarms using a cryptographic algorithm. How-
ever, the signing module is not designed to be resilient to
attacks; thus, alarm information is subject to tampering as
well as deletion. The SIEM system described in this paper
engages the approach proposed by Afzaal et al. [1], which
uses threshold cryptography to construct a storage system
that is resilient to faults and intrusions.
3. Enhanced SIEM architecture

The proposed SIEM architecture is shown in Fig. 1. The source
block represents the infrastructure to be monitored.

Probes are software components that are designed to:
(i) collect information generated by hardware and software
components in the monitored infrastructure; (ii) generate
events that are useful for monitoring purposes (e.g., tem-
perature and pressure measurements); (iii) perform a pre-
liminary security analysis based on the available information;
(iv) generate alerts when anomalies are detected based on the
incoming information (e.g., the measured temperature
exceeds a threshold); and convert the collected information
to a common format to enable it to be processed by a
correlator and a decision support system (DSS).

The correlator analyzes the events and alerts provided by
the probes against known attack signatures. The correlator
can perform fairly sophisticated security analysis because it
considers the events and alerts produced by all the probes.
The attack signatures, which are encoded as schematic rules,
Decision Support
System

Resilient Event
Storage

Probes Correlator alarms

Database

Source events 
alerts

Fig. 1 – Enhanced SIEM architecture.
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are stored in the rule database of the SIEM system. If a
security breach pattern is found, then the correlator gener-
ates an alarm that is passed to the decision support system
and resilient event storage.

The decision support system (based on an XACML engine)
is designed to: (i) ensure that the established security policies
are not violated; (ii) implement a resolution strategy when
policies are in conflict; and (iii) perform reachability analysis.
Reachability analysis monitors all the network data paths in
the infrastructure and verifies their compliance with the
established security policies. Each data path is created by
configuring network components (hardware and/or software).
If the decision support system discovers a misconfiguration,
then it performs a control action on the monitored source
(e.g., an unauthorized data path is closed by modifying
firewall rules). The DSS-solver is a decision support system
component that implements policy conflict detection and
resolution while the DSS-analyzer is a decision support
system component that performs reachability analysis.

The alarms generated and stored by the correlator can be
used as evidence of malicious activity; for this reason, it is
important to guarantee their integrity and non-forgeability.
The resilient event storage is an intrusion- and fault-tolerant
system that is designed to satisfy these two requirements
even if some components are compromised by an attack.

3.1. Probes and correlator

The probe modules are software components that process
incoming data and perform security analyses. Each probe is
installed at a specific location of the monitored infrastructure
and operates in one of two ways: (i) passive, if the host/device
is designed to generate and send log entries, then the probe
processes and analyzes incoming logs and (ii) active, if the
host/device does not generate log entries, then the probe
actively gathers information, for example, by sniffing and
analyzing network traffic at the monitored host/device.

As mentioned above, a probe is designed to generate events
and alerts for monitoring purposes. Events are messages that
contain information about the measurements of key indica-
tors; the key indicators, which are parameters defined by
infrastructure experts, facilitate infrastructure monitoring.
An alert is a message that contains information about a
detected anomaly (e.g., a threshold defined for a key indicator
is exceeded). Events and alerts generated by the probes must
be normalized (i.e., converted to a common message format).
This allows the correlator to process logs generated by hetero-
geneous hardware and software components.

The correlator in Fig. 1 is a software component that
analyzes the events and alerts sent by the probes to detect
known attack signatures. The attack signatures are defined
by correlation rules. Each correlation rule describes a specific
pattern that identifies an anomaly or attack. A pattern is
defined in terms of the attribute values of the analyzed
information. When a correlation rule is matched, an anomaly
or attack is detected and an alarm is raised according to the
correlation rule. Each alarm contains the textual description
of the detected anomaly or attack and the information that
matched the correlation rule pattern. Thus, an alarm is
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Rule: If ten or more failed logins 
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Fig. 2 – Correlation rule for detecting a malicious user who
makes 10 or more login attempts to discover an
administrator password.

Fig. 3 – Hierarchy for policy conflict resolution.
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semantically richer than a single event – it also contains the
history of the events that matched the correlation rule.

Fig. 2 presents a correlation rule that detects when a
malicious user performs 10 or more login attempts in a short
period time to obtain an administrator password and gain
access to an important server. The following correlation rule
incorporated in the SIEM system detects this malicious
activity:

A MultipleFailedLogin alarm is generated when the ana-
lyzed information matches the correlation rule.

3.2. Decision support system

The decision support system incorporates two main compo-
nents: (i) DSS-solver, which implements a customized policy
conflict resolution strategy that addresses conflicts between
XACML-based policies that are applied contemporaneously,
but allow conflicting actions and (ii) DSS-analyzer, which
discovers unauthorized network access and allows the rede-
finition of network configurations. In addition, the decision
support system incorporates other components such as a
repository that contains high-level policies and configuration
policies used for security analysis.

3.2.1. DSS-solver
After the correlator detects a possible attack and raises an
alarm, certain decisions have to be made to preserve the
security and functionality of the system. The decisions
depend on the policies specified for each component of the
monitored system.

Each policy, which is specified using XACML, is expressed
in terms of (i) subject; (ii) object (or resource); (iii) action; and
(iv) environment (element of the policy) that are specified
through their attributes. Policies are divided into two main
classes based on their effects: (i) authorization, which express
the actions that a subject is allowed to perform on an object
in an environment and (ii) prohibition, which expresses the
actions that a subject is not allowed to perform on an object
in an environment. Note that the above assumptions are not
necessarily restrictive; as a matter of fact, XACML relies on
similar assumptions.

Thus, a security policy is a set of rules that are evaluated
for each access request. The purpose is to decide whether or
Please cite this article as: C. Di Sarno, et al., A novel security info
security in a hydroelectric dam, International Journal of Critica
ijcip.2016.03.002
not a subject is allowed to perform an action on a resource in
an environment. Policy rules include conditions on element
attribute values to determine the rules that are applied to
each access request. Security policies expressed in this
manner may conflict with each another. Two policies are
potentially in conflict when they are contemporaneously
applied to allow or disallow access to some resources.

XACML introduces combining algorithms to solve conflicts
that could arise among rules in a policy and among policies in
a policy set. Standard combining algorithms are: (i) deny-
overrides; (ii) permit-overrides; (iii) first-applicable; and (iv)
only-one-applicable. XACML also permits the specification of
customized combining algorithms.

This paper employs the AHPPolicyCombiningAlgorithm,
which is based on the analytic hierarchy process (AHP)
developed by Saaty [16]. The algorithm engages a multi-
criteria decision making technique that has been used in
several fields of study.

Given a decision problem, a hierarchy is constructed as
shown in Fig. 3. Various alternatives at the bottom of the
figure can be chosen to reach the goal at the top of the
hierarchy. The analytic hierarchy process returns the most
relevant alternative with respect to a set of criteria located at
the second level of the hierarchy. This approach requires the
division of a complex problem into a set of sub-problems
equal in number to the chosen criteria. The solution is then
obtained by merging the local solutions of all the sub-
problems.

In the hierarchy shown in Fig. 3, the goal is to rank the
conflicting policies that correspond to the alternatives in the
analytic hierarchy. Note that, in the figure, a conflict is
assumed to exist between two policies (policies 1 and 2),
but the alternatives may be more than two. The criteria,
which represent the second group of boxes from the top of
the hierarchy in Fig. 3, express the specificities of elements of
a policy. Since the elements are defined in terms of their
attributes, the specificity of each element is expressed using
the attributes that comprise its definition. In general, attri-
bute a1 of element e is more specific than attribute a2 of the
same element e if a condition on attribute a1 is likely to
identify a more homogeneous and/or smaller set of entities
within e.

The analytic hierarchy process allows further refinement
of each criterion in the sub-criteria by considering the
attributes that identify each element. Examples of subject
attributes are identification number (ID) and organization of
the subject. Note that the set of considered attributes
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Table 1 – Fundamental scale for the analytic hierarchy
process.

Intensity Definition Explanation

1 Equal Two elements are equally relevant
3 Moderate One element is slightly more relevant

than another
5 Strong One element is strongly more relevant

than another
7 Very strong One element is very strongly more

relevant than another
9 Extreme One element is extremely more relevant

than another
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depends on the chosen scenario. In Section 4, this approach

is customized to a hydroelectric dam case study and the

customized hierarchy is used to solve a specific conflict raised

in the case of the hydroelectric dam.
After the hierarchy is constructed, the next step is to

compute the local priorities of: (i) each alternative with

respect to each sub-criterion; (ii) each sub-criterion with

respect to the relative criterion; and (iii) each criterion with

respect to the goal. The computations involve pairwise

comparisons from the bottom to the top. Each pairwise

comparison is expressed as a pairwise comparison matrix,

which has positive entries that are reciprocal values (i.e.,

aij ¼ 1
aji
). The value of each aij is chosen according to a scale

typical to the analytic hierarchy process (Table 1), which

indicates how much an alternative is more relevant than

another.
A pairwise comparison matrix is defined as being consis-

tent if ai;j � aj;k ¼ ai;k for all i; j; k. The satisfaction of this

property implies that if x is more relevant than y and y is

more relevant than z, then z cannot be more relevant than x.

In practice, creating a perfectly consistent matrix may not be

possible because the judgments are left to humans. Accord-

ing to Saaty [17], the inconsistency of an m�m reciprocal

matrix can be expressed using a consistency index CI given

by:

CI¼ λmax�m
m�1

ð1Þ

where λmax is the maximum eigenvalue of the reciprocal

matrix.
In the case of a consistent matrix, CI¼0. A matrix is

considered to semi-consistent if CIo0:1. If this condition does

not hold, then the comparison values must be reevaluated.
Consider the hierarchy shown in Fig. 3 and assume that

only two policies are in conflict. First, the local priorities of

each alternative must be computed (two in this case) with

respect to each sub-criterion by computing k 2�2 pairwise

comparison matrices, where k is the number of sub-criteria

(k¼9 in this case). The matrices are constructed according to

the attributes present in the policies. Let aij be a generic

element of one of the matrices, then the following properties

hold:

� If Policy 1 and Policy 2 contain (or do not contain) attribute
A, then a12 ¼ a21 ¼ 1.
Please cite this article as: C. Di Sarno, et al., A novel security info
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� If only Policy 1 contains attribute A, then a12 ¼ 9 and

a21 ¼ 1
9.� If only Policy 2 contains attribute A, then a12 ¼ 1

9 and
a21 ¼ 9.

After a comparison matrix has been defined, the local
priority corresponds to the normalized eigenvector asso-
ciated with the largest eigenvalue of the matrix [16]. Next,
moving up the hierarchy, the relevance of each sub-criterion
is quantified with respect to the corresponding criterion. This
evaluates the relevance of the attributes to identifying the
subject, object and environment (e.g., in the case of a subject,
its ID is more relevant than its role and organization, and its
role and organization have the same relevance).

Finally, the relevance of the three criteria to achieving the
goal of solving conflicts is quantified. The global priority is
calculated as a weighted summation of the local priorities.
Specifically, the local priorities are calculated as pairwise
comparisons between entities at one level of the hierarchy
with respect to entities at the upper level: (i) comparisons of
the alternatives with respect to sub-criteria; (ii) comparisons
of the sub-criteria with respect to the criteria; and (iii)
comparisons of the criteria with respect to the goal.

The following equation is used to calculate the global
priority of the alternatives with respect to the goal:

Paig ¼
Xn1
j ¼ 1

XqðwÞ

k ¼ 1

pcwg � psc
w
k

cw � paiscw
k
þ
Xn2
j ¼ 1

p
cj
g � paicj ð2Þ

where the leftmost n1 criteria in the hierarchy tree each have
a set of sub-criteria while the rightmost n2 criteria have no
sub-criteria below them; n1þ n2¼ n is the number of criteria;
q(w) is the number of sub-criteria for criterion cw; pcwg is the
local priority of criterion cw with respect to the goal g; p

scwk
cw is

the local priority of sub-criterion k with respect to criterion cw;
and paiscw

k
is the local priority of alternative ai with respect to

sub-criterion k of criterion cw. Note that p
scwk
cw and paiscw

k
are also

computed using the pairwise comparison matrices as
discussed above.

3.2.2. DSS-analyzer
The DSS-analyzer invokes the reachability analysis process
(RAP) whose objective is to discover unauthorized network
access. An unauthorized network access occurs when firewall
rules are modified by an unauthorized individual (e.g.,
attacker) or by an authorized individual (e.g., configuration
error). Reachability analysis is used to detect unauthorized
traffic. Specifically, the filtering rules derived from the poli-
cies are compared with the firewall configuration rules.
However, as mentioned above, the policies are XACML-
based and are defined using a few elements (e.g., subject,
action [options], object) and are topology independent (i.e.,
network topology is not considered during policy creation).

Three types of actions are considered: (i) reach, which
specifies the authorized network interactions between a
subject and object; (ii) log, which specifies when the interac-
tions (i.e., a subject contacts an object using a particular
protocol and port) are logged either locally or remotely; and
(iii) mirror, which specifies when the traffic of an interaction
is duplicated and forwarded to another host (useful for traffic
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analysis). Both log and mirror support an option to specify
when the traffic is logged/captured locally or forwarded to a
remote host (in which case, the option requires the IP address
of the remote host). This approach simplifies policy manage-
ment. For example, undefined interactions are prohibited by
default and policy conflicts are avoided; however, some
anomalies must be addressed (e.g., equivalent rules).

In contrast, firewall rules are represented using a common
format: (source IP address, source port, destination IP
address, destination port, protocol, action, [options]). These
rules depend on the network topology (e.g., where a firewall is
positioned in the network and which hosts are protected by
the firewall). Therefore, policies must be transformed into a
concrete format and this operation must be executed for
every filtering device in the network before reachability
analysis can be performed.

The reachability analysis process uses a set of rules and an
inference engine to detect unauthorized network access. In the
beginning or when policies are modified, the reachability ana-
lysis process starts the refinement to generate the sets of rules
for filtering devices. This process is organized in terms of a set of
policy refinement tasks in which the policies and system
description are analyzed and a graph-based network topology
representation is generated. During the policy analysis, anoma-
lies (e.g., redundancy) are detected and addressed.

The system is described using XML. The description
comprises hosts and their related information (e.g., IP
addresses), capabilities (e.g., packet filtering), services and
the network topology.

The network analysis task identifies the set of firewalls
that enforce each policy. Specifically, it analyzes the graph-
based representation to discover the network paths that have
at least one firewall between the subject and object of a
policy. Since the default action of a firewall is to deny all
traffic, each firewall contained in a path must be configured
to permit the policy traffic. Hence, for each firewall, a set of
filtering rules is generated to enforce the policies.

When at least one firewall does not exist to implement a
policy, the policy is not enforceable. This typically occurs
when the subject and object belong to the same subnet and
their traffic does not traverse a firewall. In such a situation,
any type of traffic between the subject and object is per-
mitted, potentially creating a security breach. This situation
is managed by the module that logs the security issue and
saves it to the internal models repository.

After the refinement process is completed, the reachability
analysis process evaluates the filtering rules. The rules
include those generated by the previous process (i.e., gener-
ated rules) and those deployed by firewalls (i.e., deployed
rules).

The overall process is organized into four phases:

� Translation: For each deployed rule, the fields structured as
firewall-specific statements are translated to the common
format: (srcIP, srcPort, dstIP, dstPort, action, [options]), where
srcIP and dstIP are single IP addresses or address ranges,
srcPort and dstPort are single ports or ranges of ports, action
is either accept (used when the destination is the current
device), accept/forward (used when the destination is not the
current device and traffic must be forwarded), log or mirror,
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option (available for log and mirror actions) is of the form:

local, local interface, remote IP (where local interface identi-

fies the destination interface for logged or mirrored traffic).

Since firewalls have different features and language-specific

statements, a set of adapters are required to translate the rule

set for a particular device to the common format. The

adapter-based approach makes the module simple, flexible

and extensible.
� Expansion: For each generated rule and deployed rule (i.e.,

rules obtained after translation), the fields that contain

ranges (IP addresses, ports, etc.) are expanded by consider-

ing the network description (i.e., hosts and services in the

system description) and creating new rules. Suppose rule r1
is given by: (srcIP:192.168.0.1, srcPort:n, dstIP:192.168.10.10,

dstPort:80,443, protcl:TCP, action:accept), where the destina-

tion IP address refers to a host that offers a web service on

ports 80 and 443. The expansion phase transforms r1 into

rules r1;1 and r1;2; the first rule matches port 80 and the

second rule matches port 443. The same approach is

followed for the IP address ranges (i.e., subnets). Note that,

before the expansion operation is applied, the deployed

rules are analyzed to detect and address anomalies.
� Composition: This phase creates the reachability matrices.

Each firewall i has two rule sets, one for the generated rules

(Rg;i) and the other for the deployed rules (Rd;i). An equiva-

lent rule set for firewall i (Re;i) is introduced that contains

the generated and deployed rules, i.e., Re;i ¼ Rg;i [ Rd;i. Two

partitions are created for Re;i: the first partition contains the

source IP address and port fields (SIP;port) and the second

contains the destination IP address, port, protocol, action

and option (DIP;port;protcl;action;option), where option is applicable

only to the log and mirror actions; otherwise, it is null. A

two-dimensional reachability matrix for firewall i (Mi) has

SIP;port elements in its rows and DIP;port;protcl;action;option elements

in its columns. Therefore, the equivalent rule set (Re;i) has

rules with four types of actions: accept, accept/forward, log

and mirror. To simplify the analysis (e.g., comparisons of

rules with the same actions), the rule set is organized into

four matrices, one for each action type.

The composition phase performs the following tasks for

each firewall i:

1. Create four matrices for the generated rules: Mg;a;i (contains
rules with accept actions), Mg;af ;i (contains rules with

accept/forward actions), Mg;l;i (contains rules with log

actions) and Mg;m;i (contains rules with mirror actions).

Each matrix contains SIP;port entries in its rows and

DIP;port;protcl;action;option entries in its columns. For the accept

and accept/forward actions, the option is set to null.
2. Create four matrices for the deployed rules. As in the

previous step, this generates Md;a;i, Md;af ;i, Md;l;i and Md;m;i.
3. Compute Mg;a;i, Mg;af ;i, Mg;l;i, Mg;m;i. For each rule r in Re;i, if r

is a part of the Rg;i rules (i.e., rARg;i), set the corresponding

row and column to one; otherwise, set them to zero.
4. Compute Md;a;i, Md;af ;i, Md;l;i, Md;m;i. For each rule r in Re;i, if r

is a part of the Rd;i rules (i.e., rARd;i), set the corresponding

row and column to one; otherwise, set them to zero.
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� Analysis: This phase compares the reachability properties
of the generated rules and deployed rules. For each firewall

i, the following computations are performed:
(a) Mρ;a;i ¼Mg;a;i�Md;a;i for accept rules.
(b) Mρ;af ;i ¼Mg;af ;i�Md;af ;i for accept/forward rules.
(c) Mρ;l;i ¼Mg;l;i�Md;l;i for log rules.
(d) Mρ;m;i ¼Mg;m;i�Md;m;i for mirror rules.

If Mρ;x;i ¼ 0, where x is a placeholder for a, af, l or m (i.e.,

when all the elements are equal to 0), the reachability for

the generated and deployed rules are the same for a

particular action. When Mρ;a;i;Mρ;af ;i;Mρ;l;i;Mρ;m;i are equal

to 0, no security issue is identified. Otherwise (i.e.,

Mρ;x;ia0), at least one element is equal to 1 or �1. In the

first case (equal to 1), the corresponding rule is not

deployed in the firewall. Therefore, the firewall configura-

tion drops a packet that must be permitted by the policy.

This situation is reported as an anomaly. Otherwise (equal

to �1), the corresponding rule is enforced by the firewall

configuration, but is prohibited by the policy. In this

situation, the firewall contains a misconfiguration and

the reachability analysis process logs it as security issue.

When an element (i.e., rule) of Mρ;a;i or Mρ;af ;i is equal to 1, a

misconfiguration or an attacker block certain traffic (by

removing the related firewall rule) authorized by the policy,

but dropped by the firewall. If the element is equal to �1,

then a rule is added or modified (when no rule is added or

removed, at least one field is modified) to permit certain

traffic. The values of Mρ;l;i are useful to detect when logging

rules are removed, modified or added to track certain traffic.

The deletion of logging rules is a typical approach employed

in masquerade attacks where evidence is removed to hinder

forensic analysis. Similarly, the modification of a logging rule

(e.g., changing the remote IP address of the logging server)

could redirect log traffic (e.g., send data to a different server

that discards traffic instead of performing analysis, or to a

malicious endpoint to track network traffic). The insertion of

a new logging rule can be considered to be a misconfiguration

or an attack that seeks to gain information about network

communications. Traffic mirroring (whose rules are repre-

sented by matrix Mρ;m;i) is typically used to perform analysis

on network content (e.g., by an intrusion detection system).

Similarly, for logging, network content could be redirected to

a malicious endpoint (e.g., to capture sensitive data) or the

content could be suppressed by an attacker to hinder analysis

(e.g., detection of traffic anomalies). Finally, the reachability

analysis process reports any detected anomalies or security

issues and proposes remediation approaches. These may

include suggestions for modifying firewall rules or position-

ing a filtering device (e.g., personal firewall) to enforce the

policy.
3.3. Resilient event storage

The resilient event storage (RES) is an infrastructure designed

to: (i) tolerate faults and intrusions; (ii) generate signed

records containing events and alarms related to security
Please cite this article as: C. Di Sarno, et al., A novel security info
security in a hydroelectric dam, International Journal of Critica
ijcip.2016.03.002
breaches; and (iii) ensure the integrity and non-forgeability
of stored events and alarms.

Fig. 4 presents the conceptual architecture of the
resilient event storage. Its fault- and intrusion-tolerant
functionality enables it to create securely signed records
even when some components of the system are compro-
mised. The basic principle is to use more than one secret
key. In fact, only one secret key is used, but it is divided
into n parts (shares) with each share is stored at a different
node. This approach can be realized by the Shoup thresh-
old cryptography algorithm [18]. The most important
characteristic of the algorithm is that the attacker has
zero knowledge about the secret key if less than k�1 secret
key shares are compromised (krn). The algorithm is
characterized by two parameters: (i) n, the number of
nodes and (ii) k, the security threshold. The output of a
cryptography algorithm and its threshold version are
equivalent.

The resilient event storage has a component named
dealer that generates n secret key shares, n verification key
shares and one verification key from a main secret key. This
component is not shown in Fig. 4 because it is only used
during the initialization phase. After the dealer has gener-
ated the keys, it sends a secret key share to each node; the n
verification key shares and the verification key are sent to
the combiner. Each verification key share is used to check
the correctness of the signature share generated by each
node with its own secret key share. After the combiner puts
together the signature shares provided by nodes, the ver-
ification key is used to check the correctness of the entire
signature. Input data to the resilient event storage is pro-
vided by the correlator (Fig. 1) because the alarms, which
contain information about security breaches, must be stored
in a secure manner. Incoming alarms are sent to all the
nodes and to the combiner. Each node computes a hash
digest of the received alarm; the digest is denoted by h in
Fig. 4. Finally, each node encrypts the digest h with the
secret key share and generates a signature share that is sent
to the combiner.

After the combiner receives at least k signature shares
(from the nodes) for the same alarm, it can assemble the
partial signatures to obtain the complete signature. Then, the
combiner verifies the complete signature using the verifica-
tion key. If the verification process fails, then the combiner
verifies the correctness of each signature share using the
corresponding verification key share. When a node is identi-
fied as having sent the wrong signature share, it is flagged as
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being corrupted. The next time, if new signature shares are
available for the same alarm, the combiner uses the already-
validated signature shares and the new signature shares to
create a new set of k signature shares. Then, the combiner
generates a new complete signature and repeats the verifica-
tion process. If the verification process is successful, then the
complete signature, the original alarm and the identifiers of
the corrupted nodes are stored in the resilient event storage.
To improve the fault- and intrusion-tolerance of the resilient
event storage, replication and diversity are employed in the
media storage and combiner.
4. Hydroelectric dam case study

The SIEM system described in the previous sections was used
to monitor and control a hydroelectric dam. Fig. 5(a) shows a
schematic diagram of the hydroelectric dam, which feeds
power to the grid as in the case of any common generator. A
hydroelectric power generation dam requires a reservoir that
is fed by a river. A certain amount of water from the reservoir
flows through penstocks in the dam. The water flow moves
turbines, which are connected to alternators that convert
mechanical energy into electrical energy. The generated
electricity is injected via transmission lines to the power grid.

The power generated by hydroelectric dam primarily
depends on the water flow rate Q (m3/s) provided to a turbine
via a penstock and the difference Δh (m) between the water
level in the reservoir and water level in the turbine. The
power P generated by the turbine rotation is given by:

P¼ ρnηngnΔhnQ ð3Þ

where ρ is the density of water (1000 kg/m3), η is the turbine
efficiency and g is the gravitational constant (9.81 m/s2). If Δh
is assumed to be constant in Eq. (3), then the generated power
is only a function of the water flow rate Q. Under this
assumption, it is possible to increase the generated power
by increasing the flow rate Q. The upper bound on the water
flow rate that feeds the turbine is related to the penstock
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geometry or/and turbine features. The dependence between
water flow rate and the generic penstock geometry is
described by the Hazen–Williams equation:

Q1:852 ¼ Δhnc1:852nd4:8704

ln10:675
ð4Þ

where l is the length of penstock (m), c is the penstock rough-
ness coefficient and d is the inside penstock diameter (m).

A hydroelectric plant turbine has three design parameters
as described in the following equation:

nc ¼ nn

ffiffiffi
P2

p

Δh1:25

 !
ð5Þ

The three parameters: (i) Δh, the difference in water levels
(m); (ii) n, the turbine rotation speed (rpm); and (iii) P, the
output power to be provided (kW). Note that the term nc is a
dimensionless number called the specific speed.

The value of n depends on the turbine and alternator
features. If Δh and the alternator features in Eq. (5) are fixed,
then nc depends only on the output power P. The values
computed for nc is used to choose the turbine to be deployed.

In the scenario under consideration, an emergency state
alarm is raised when a violation occurs for any critical key
indicator established by expert operators of the monitored
infrastructure. For example, a critical key indicator could be
the water flow rate. In fact, in Eq. (3), an increase in the water
flow rate implies an increase in the generated power. In Eq.
(3), more power implies higher turbine rotation. If the number
of rotations per minute exceeds a fixed threshold, then the
turbine could be damaged and/or the electric power gener-
ated could exceed the security threshold.

Fig. 5 (b) shows a simplified view of the information
technology (IT) systems used to monitor and control the
dam (including the hydroelectric power generation station).
The information generated by the devices/systems shown in
Fig. 5(b) feed the enhanced SIEM system. In particular, the
visualization station (VS) allows the monitoring of the infra-
structure and the viewing of statistics related to the
collected data.
www.manaraa.com
rmation and event management system for enhancing cyber
l Infrastructure Protection (2016), http://dx.doi.org/10.1016/j.

http://dx.doi.org/10.1016/j.ijcip.2016.03.002
http://dx.doi.org/10.1016/j.ijcip.2016.03.002
http://dx.doi.org/10.1016/j.ijcip.2016.03.002
http://dx.doi.org/10.1016/j.ijcip.2016.03.002


Table 2 – Testbed configuration for the enhanced SIEM system.

Type Description/configuration Data rate

Sensor Water flow rate measurement 1 sample/min
Sensor Penstock gate opening measurement Event-based
Phasor measurement unit Generated power measurement 60 samples/s
Probes Gather data from visualization station control station, sensors and phasor

measurement units
Event-based

Each probe generates events
(in IDMEF [6] format)

Probe security thresholds Expected output power Pe ¼ 550 kW None
Expected water flow rate Q¼0.6 m3/s
Expected max power Pmax¼650 kW
Maximum safe water flow rate Q¼0.7 m3/s
Default gate opening¼80%

Correlator Prelude-OSS SIEM correlator Event-based
Correlation rules written in Python

Resilient event storage Configured with n¼5 and k¼3 Event-based
Decision support system (conflict
resolution)

Analytic hierarchy configured with attributes of each policy element Event-based

A1: if a user has no administrator role and is not in the control station, then the user
cannot reprogram the sensors
A2: if a user is at the visualization station and an emergency state is raised, then the
user is allowed to reprogram the sensors
A3: if a user is at the visualization station and an alarm is raised, then the user is not
allowed to reprogram the sensors

Decision support system (reachability
analysis)

Reachability analysis rules (see Table 3) Event-based
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When an emergency state alarm is raised (i.e., a key

indicator exceeds a security threshold), some control actions

can be initiated from the visualization station (e.g., remote

sensor reprogramming). However a software component (not

shown in Fig. 5(b)) monitors each request from the visualiza-

tion station to the gateway and accepts or denies the requests

according to the established high-level policies.
The control station (CS) enables the monitoring and

control of the dam infrastructure (i.e., it receives data from

sensors and sends commands to actuators). Wireless/wired

sensors and phasor measurement units (PMUs) measure

the key indicators and send the measurements to the

gateways. A special gateway is the phasor data concentra-

tor (PDC), which collects measurements generated by the

phasor measurement units to evaluate the power grid

status. Video surveillance and radio frequency identifica-

tion (RFID) systems help maintain the physical security of

the infrastructure.
5. Attack model

The attack model assumes that the attacker seeks to access

sensitive data such as environmental measurements related

to the hydroelectric dam. It is assumed that the attacker has a

device within the wireless sensor network (WSN) range (i.e.,

WSN gateway). The attacker cannot penetrate the network

directly because it is properly secured. However, the attacker

has physical access to firewall fw4 shown in Fig. 5(b) and can

modify its firewall rules.
The attack involves the following steps.
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1. The attacker configures a false phasor data concentrator
and modifies a firewall fw4 rule to mirror data generated by

a phasor measurement unit under attack to the false

phasor data concentrator. The traffic to and from phasor

measurement units is not encrypted [13], so the attacker is

able to read unencrypted data from the false phasor data

concentrator.
2. From the false phasor data concentrator, the attacker

gathers data and information about the attacked phasor

measurement unit (e.g., ID and IP address). Next, the

attacker sends a command to the attacked phasor mea-

surement unit asking it to stop sending measurements.

The attacker then uses a software phasor measurement

unit that is configured to emulate the attacked phasor

measurement unit; this false phasor measurement unit

injects forged data corresponding to a power overload on

the transmission line to the authentic phasor data con-

centrator. This action creates a false emergency state, in

which power generation by hydroelectric dam exceeds the

security threshold. As described in the previous section,

the emergency state allows additional actions from the

visualization station (e.g., sensor reprogramming).
3. The attacker is not allowed to access the control station, so

the attacker reprograms a sensor in the wireless sensor

network from the visualization station (the attacker is

allowed to do this because of the false emergency state

triggered in Step 2). The newmalicious program performs a

sinkhole attack that redirects wireless sensor network

traffic to the compromised node to access and compromise

legitimate packets [4].
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4. The attacker successfully compromises the wireless sensor
network. In fact, the malicious node can send all the data

to the malicious gateway, which has visibility of the
wireless network. At this point, the attacker does not need
to use any device in the monitored infrastructure to

analyze wireless sensor network traffic. Also, any correc-
tive actions issued from the visualization station (e.g.,
disabling traffic from/to the visualization station) are
ineffective.
6. System setup and validation

This section describes the setup of the enhanced SIEM system
and its validation using the attack model described in the
previous section.
6.1. System setup

Table 2 shows the system configuration. A wireless network
was employed for the sensors. This is because deploying
wired sensors on a dam is a very difficult task – many

kilometers of Ethernet cables would have to be laid out,
much of the cabling in a hostile environment.

The water flow sensor data rate was chosen to trade-off
the monitoring requirements versus the energy requirements

of battery-supplied wireless sensor nodes. The data rate used
for phasor measurement unit monitoring was chosen based
on the IEEE C37.118-2011 standard. The default value chosen

for the gate opening ensures that the expected water flow
rate value is not exceeded. This water flow rate also ensures
that the power generated by the hydroelectric dam does not
exceed the security threshold. The correlator chosen was a

standard component embedded in the Prelude-OSS SIEM
system, one of the most popular SIEM systems.

The conflict resolution strategy and the policies themselves
are useful for dealing with the attack scenario. The approach

of Lunardelli et al. [9], which uses an open source implemen-
tation of the XACML engine from Sun Microsystems, was
employed. The abstract class PolicyCombiningAlgorithm in

the XACML library was extended with a new class named
AHPPolicyCombiningAlgorithm. This new class overrides the
original combining algorithm with a new method that imple-
ments the analytic hierarchy process described in Section 3.2.

It receives as input the evaluation context (which includes the
access request), parameter list (empty in the prototype) and
policy set and outputs the result of the evaluation.

The first step in the analytic hierarchy process is the

instantiation of the hierarchy (Fig. 3) with the attributes of each
element of each policy. In the hydroelectric dam scenario, the
subject attributes are the identification number (ID), role and

location within the dam; the object attributes are ID, category of
data and producer of the data (i.e., sensor); and the environ-
ment attributes are alarm (indicates that a communications

problem has occurred), alert (refers to an emergency state, i.e.,
physical problem) and time. To simplify the presentation, the
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policies in Table 3 are expressed in natural language although
they are specified in XACML in the DSS-solver.

Firewalls fw1, fw2 and fw4 contain the rules listed in
Table 3. In particular, r1 accepts and forwards TCP traffic
from the control station to the gateway (e.g., to manage
sensors); r2 accepts and forwards TCP traffic from the visua-
lization station to the gateway (e.g., to manage sensors
during the emergency state) and r3 duplicates and forwards
(i.e., mirrors) all traffic to firewall fw4, which performs net-
work content analysis. Considering these rules at setup, the
matrices Mg;af ;fw1, Md;af ;fw1, Mg;af ;fw2, Md;af ;fw2, Mg;m;fw4 and
Md;m;fw4 are given by:

Mg;af ;fw1 ¼Md;af ;fw1 ¼ r1;1 1ð Þ
r1;2

ð6Þ

Mg;af ;fw2 ¼Md;af ;fw2 ¼ r2;1 1ð Þ
r2;2

ð7Þ

Mg;m;fw4 ¼Md;m;fw4 ¼ r3;1 1ð Þ
r3;2

ð8Þ

where rx;y is partition y of rule x in Table 3. For example, r1;1 is:
(IPCS, any). On the other hand, r1;2 is: (IPGateway, any, TCP,
accept/forward, null). At setup, Mρ;af ;fw1 ¼Mρ;af ;fw2 ¼Mρ;m;fw4 ¼ 0.

6.2. Validation

Based on the attack steps described in Section 5, the
enhanced SIEM system detects the attack as follows:

� In Step 1, the attacker updates the firewall fw4 rules and no
event is generated by any probe. The attacker adds a mirror
rule (r4) to capture and forward traffic coming from the
compromised phasor measurement unit (and directed to
the legitimate phasor data concentrator) to the malicious
phasor data concentrator (attacker device). The rule r4 is
defined by the following tuple: (Src IP: IPPMU, Src Port: any,
Dst IP: IPPDC, Dst Port: any, Protcl: any, Action: mirror,
Option: remote IPAD). During this step, neither the corre-
lator nor the DSS-solver are able to detect the attack
because no alert is raised by any SIEM system component.

� In Step 2, the probe monitoring the attacked phasor data
concentrator is misled because it captures the forged
phasor measurement unit data sent by the attacker. The
probe merely compares the incoming data against the
thresholds, so it is unable to detect the forged data and it
generates a new alert indicating an emergency
state:-

However, neither the correlator rules nor the DSS-solver
policies trigger alarms or reactions. As shown in Table 2,
this information does not match any anomalous condi-
tions with respect to the implemented cyber security rules
and policies.

� In Step 3, the attacker attempts to reprogram a wireless
sensor node from the visualization station because repro-
gramming is allowed in the emergency state. The probe
connected to the visualization station used by the attacker
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detects the reprogramming command and generates the

event:-

The event is sent to the correlator and decision support

system. The event and the alert are translated to the IDMEF

format before they are sent from the probe to the correlator

and decision support system.

The DSS-solver is already aware of the emergency state

and it also receives the sensor reprogramming event from the

probe. Thus, policies A1 and A2 in Table 2 are true. However,

the two policies are in conflict with each other because A1

denies the reprogramming of the sensor under the current

conditions while A2 permits sensor reprogramming.
The correlator also receives the reprogramming event

from the probe and evaluates the following correlation rule:
The first IF-statement checks if the incoming alerts are

related to the emergency state. If an emergency state is

detected, then the raised alert is saved in a context. The

Prelude-correlator uses the context data type to group events

and alerts that have common features. Each context identi-

fied by a label is created the first time that an event or alert is
Table 3 – Testbed filtering rules.

Rule Src IP Src Pt Dst IP Dst Pt

r1 IPCS Any IPGateway Any
r2 IPVS Any IPGateway Any
r3 Any Any Any Any
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added to it and it is updated when the next event or alert are

processed. A context is destroyed when the time threshold

expires (180 s in the case study).
The second IF-statement checks if the event is related to a

sensor reprogramming action performed from the visualiza-

tion station. When this occurs and an emergency state was

previously raised, then the context is updated with the sensor

reprogramming event.
The third IF-statement is true when the time threshold

has expired (180 s). When this occurs, the correlation rule

checks if a sensor reprogramming event was received within

the last 180 s. The goal of the correlator is to establish if this

action is related to an actual emergency or to an abuse of the

emergency state (cyber attack). Thus, the correlator counts

the number of probes that have raised the emergency state.

This is because the effects of an emergency state are detected

by different probes within the same time window as a real

emergency. If only one probe raises an emergency state – as
in this scenario – a cyber attack is indicated. In this case, an

alarm is generated and sent to the DSS-solver and resilient

event storage. The alarm stored in the resilient event storage

contains the traceback of the previous events and alerts.
The DSS-solver receives the alarm from the correlator; this

information activates policy A3 referring to the alarm. All the
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Table 4 – Comparison matrices and local priorities for the
sub-criteria w.r.t. the criteria.

SUBJ ID role locn. pSubj

ID 1 9 9 0.8181
role 1

9
1 1 0.0909

locn. 1
9

1 1 0.0909

OBJ ID prod. cat. pObj

ID 1 5 7 0.7454
prod. 1

5
1 43 0.1454

cat. 1
7

34 1 0.1091

ENV alarm alert time pEnv

alarm 1 3 7 0.61963
alert 1

3
1 1 0.32390

time 1
7

1 1 0.05644
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conflicting policies are given as inputs to the conflict solver
along with additional information needed to evaluate the
attributes. Then, pairwise comparisons from the bottom to
the top are performed to compute the local priorities. Thus,
each criterion is statically evaluated with respect to the goal.

The local priorities of the uppermost two levels of the
analytic hierarchy in Fig. 3 are defined when the policies are
created for a specific scenario. The local priorities for the
uppermost level (i.e., criteria with respect to the goal) are all
assumed to be equal to 0.33. The local priorities for the
middle level (i.e., sub-criteria with respect to criteria) are
specified in Table 4.

The comparison matrices are created according to the
following relevance conditions:

� Subject attributes: ID is more relevant than role and location.
Role and location have the same relevance.

� Object attributes: ID is more relevant than producer. Produ-
cer is more relevant than category.

� Environment attributes: Alarm is slightly more relevant than
alert. Alert is more relevant than time.

The local priorities at the lowest level of the analytic
hierarchy are evaluated at runtime (e.g., when data access
is attempted). The evaluation is simply based on the presence
or absence of an attribute in the conflicting rules. For
example, policy A1 identifies a subject using role and location
while policies A2 and A3 only identify a subject using
location. Furthermore, policy A1 does not have constraints
related to an environment while policy A2 identifies an
environment using an alert and policy A3 identifies an
environment using an alarm.

The global priorities PAn
g are calculated according to Eq. (2).

The final results are:

PA1g ¼ 0:27; PA2g ¼ 0:33; PA3g ¼ 0:4 ð9Þ

Hence, in the case of an alarm, the user cannot reprogram
the sensor using the visualization station. It is worth noting
that, in the case of a real emergency and without any raised
alarm, the conflict resolver returns policy A2 as the policy to
be applied. Indeed, in this case only policies A1 and A2 are
Please cite this article as: C. Di Sarno, et al., A novel security info
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compared and the global priorities are:

PA1g ¼ 0:46; PA2g ¼ 0:54 ð10Þ

Next, the DSS-solver activates the DSS-analyzer and indicates
the IP address of the visualization station node that
requested the sensor reprogramming action. The DSS-solver
looks for mismatches among the policies chosen at the
design stage and the policies currently available for the
network devices. In practice, the reachability analysis process
computes the matrices for every firewall to detect security
issues and anomalies. In the case of firewall fw4, the matrices
are:

Mg;m;fw4 ¼
r3;1
r4;1

1 0

0 0

� �r3;2 r4;2

Md;m;fw4 ¼
r3;1

r4;1
1 0

0 1

� �r3;2 r4;2

ð11Þ

Mρ;m;fw4 ¼
r3;1

r4;1
0 0

0 �1

� �r3;2 r4;2

ð12Þ

where partition r4;1 represents (IPPMU, any) and r4;2 represents
(IPPDC, any, any, mirror, remote IPAD). The reachability analy-
sis detects a mismatch related to Step 1 of the attack: traffic
from the phasor measurement unit is allowed to be read by
an unauthorized device (identified by value �1 in Mρ;m;fw4).
The DSS-analyzer then removes rule r4 that allowed this
traffic and thus recovers the original configuration. Also, the
DSS-analyzer knows the IP address of the visualization
station node (IPVS) that attempted the unauthorized repro-
gramming action (since the IP address was sent from the
DSS-solver). Thus, the DSS-analyzer can notify the adminis-
trator of the violation (via SMS) and proceed to close the data
path from the given IP address to the wireless sensor
network.

� The reprogramming action is not authorized by the DSS-
solver, which prevents the malicious code from being
injected into the wireless sensor network by the attacker.
Thus, the attack is not successful and Step 4 of the attack is
not reached. The administrator is also notified about the
unauthorized action.
7. Conclusions

The enhanced SIEM system described in this paper is
designed to handle cyber security problems encountered in
critical infrastructure assets. The SIEM system addresses
several limitations of existing systems by leveraging a DSS-
solver that resolves security policy conflicts, a DSS-analyzer
that discovers unauthorized network data paths and reconfi-
gures network devices when misconfigurations and anoma-
lies occur, and resilient event storage that ensures the
integrity and non-forgeability of stored data. The perfor-
mance and utility of the enhanced SIEM system are demon-
strated using a hydroelectric dam. The case study considers
an attack model that affects various portions of the informa-
tion technology infrastructure of the hydroelectric dam and
demonstrates that the SIEM system is able to detect and
respond to the attacks.

Future research will conduct extensive experimental
investigations to analyze the effectiveness of the SIEM
www.manaraa.com
rmation and event management system for enhancing cyber
l Infrastructure Protection (2016), http://dx.doi.org/10.1016/j.

http://dx.doi.org/10.1016/j.ijcip.2016.03.002
http://dx.doi.org/10.1016/j.ijcip.2016.03.002
http://dx.doi.org/10.1016/j.ijcip.2016.03.002
http://dx.doi.org/10.1016/j.ijcip.2016.03.002


i n t e r n a t i o n a l j o u r n a l o f c r i t i c a l i n f r a s t r u c t u r e p r o t e c t i o n ] ( ] ] ] ] ) ] ] ] – ] ] ] 13
system in critical infrastructure applications. Another
research task is to analyze and manage false-positive events
in order to enhance the accuracy of attack detection and
response.
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